Abstract

In neuroeconomics, reward and social interaction are central concepts to understand what motivates human behaviour. Both concepts are investigated in humans using neuroimaging methods. In this paper, we provide an overview about these results and discuss their relevance for economic behaviour. For reward it has been shown that a system exists in humans that is involved in predicting rewards and thus guides behaviour, involving a circuit including the striatum, the orbitofrontal cortex and the amygdala. Recent studies on social interaction revealed a mentalizing system representing the mental states of others. A central part of this system is the medial prefrontal cortex, in particular the anterior paracingulate cortex. The reward as well as the mentalizing system is engaged in economic decision-making. We will discuss implications of this study for neuromarketing as well as general implications of these results that may help to provide deeper insights into the motivating forces of human behaviour.

1. Introduction

Neuroeconomics can broadly be defined as the interdisciplinary enterprise to investigate economic-related behaviour by using neuroscientific methods. Thus, neuroeconomists are interested in the neural correlates of the motivating forces of behaviour and decision-making. They study mechanisms of behaviour in game theory, e.g. [67,90–92,96,99] or the processing of financial rewards, e.g. [19,33,38,59–62,81,87]. The study of consumer products on information processing is also known as neuromarketing, e.g. [18,35,40,69]. The main idea is that neuroscientific knowledge about the factual decision-making processes in human agents will inform and stimulate theories in economics. But why should that be necessary?

As described by Camerer [25], early economic theory was built on a psychological model of humans, which considered human behaviour as the result of a process of decision-making, weighting costs and benefits of actions to maximize utility. A problem of this model was that feelings and preferences do influence decision-making but could not be measured directly. This problem was solved by introducing the concepts of ordinal utility and revealed preference in the 1940s. Revealed preference theory simply equates unobserved preferences with observed choices. Circularity is avoided by assuming that people behave consistently. Ordinal utility and revealed preferences as well as later extensions – discounted, expected and Bayesian updating – gave economists an easy way to avoid the messy reality of the psychology underlying utility. Economists then spent decades developing mathematical techniques to make economic predictions without having to measure thoughts or feelings directly.

However, with the advent of cognitive neuroscience in the 1980s, techniques and devices have been developed to measure thoughts and feelings at least indirectly, i.e. by measuring...
their neural underpinnings [107]. It was only a matter of time that problems and questions of economics reached the neuroscience labs and that researchers began to cooperate in order to make progress on them.

What can cognitive neuroscience teach economics? Cognitive neuroscience deconstructs the picture of perfectly rational humans, which are deliberating their choices by weighting costs and benefits until a deliberative equilibrium is reached. Although humans are definitely capable of conscious deliberation, many, if not most economically relevant decision processes are characterized by certain other features: first, they rely on automatic, fast and effective cognitive processes, which are not under direct volitional control [8]. Second, they are under the influence of unrecognized and finely tuned affective mechanisms, which often play a decisive role in action [26,29,83]. Third, many of these processes have been shaped by evolution in order to serve social purposes [2,21,22]. Thus, decision-making and evaluation in economic contexts will be influenced by mechanisms dedicated to social interaction [18].

The purpose of this paper is to give a selective overview over recent research in the cognitive neurosciences that deal with some of these aspects. In particular, we will discuss reward and motivation (first part) and social interaction as studied by game theory (second part).

2. Reward and motivation

2.1. The concept of reward

From an evolutionary point of view, the capacity to seek rewards as goals is essential for the survival and reproduction of mobile organisms. Generally, rewards can be defined as those stimuli which positively reinforce the frequency or intensity of a behaviour pattern. Food, water and sexual stimuli are called primary rewards as they reinforce behaviour without being learned. It can safely be assumed that the reward mechanisms pertaining to such stimuli are mostly innate because they are essential for survival and reproduction. Other stimuli, such as cultural goods or money, are called secondary rewards, as they reinforce behaviour only after having been learned. It is assumed that they acquire reward value through association with primary rewards. Indeed, almost any stimulus can do so through appropriate learning.

According to Schultz [97], three functions of reward can be distinguished: first, rewards induce learning, as they make an organism come back for more (positive reinforcement). Second, they induce approach and consuming behaviour for acquiring the reward object and third, they induce hedonic (positive) feelings. Rewards serve as goals of behaviour, if reward, action and the contingency between both are represented in the brain during the action. By contrast, punishers induce avoidance learning, withdrawal behaviour and negative emotions.

2.2. The mesolimbic–mesocortical dopamine system

In the 1950s, it was discovered that rats will self-stimulate themselves excessively if they have free access to electrodes, which are implanted in the medial forebrain bundle. This bundle has its origin in the ventral tegmental area (VTA) A10 and projects to the ventral striatum including the nucleus accumbens (NAc) and the forebrain. In humans, a similar system exists, the so-called mesolimbic–mesocortical dopamine system (Fig. 1).

For a long time, it has been assumed that dopamine mediates the hedonic feeling associated with receiving rewards, i.e. feelings of pleasure and lust. This assumption was based on experiments with blocking or inducing dopamine transmission in animals and men. Also, hedonic drugs, like cocaine, induce dopamine release and have been found to activate the ventral striatum in humans addicted to cocaine in neuroimaging studies [20]. However, there is now accumulating evidence that dopamine itself does not mediate the hedonic component (“liking”) but rather the motivational component (“wanting” or “incentive salience”) in rewarded behaviour. Although the destruction of the dopamine cells in rats stops all motivated behaviour (wanting), the animals still show signs of liking and disliking liquid foods when fed compulsory [14,13,93,103].

2.3. Attractive sport cars activate the reward circuitry

As an example for an early neuroeconomic study involving clearly secondary rewards, we will shortly describe a
study of our own group [40]. In this study, men were presented with different types of grey-scaled photographs of cars with all brand labels removed: sport cars, middle-sized cars and small cars. Their task was to assess the attractiveness of the cars on a five-point scale, irrespective of the costs or practical considerations, for example space for children. Behavioural results showed that sports cars were judged significantly more and small cars significantly less attractive than medium-sized cars. More attractive cars elicited stronger activations in several brain regions including areas implicated in reward processing. The contrast sports cars > small cars showed significantly more activation in right ventral striatum in reward processing. The comparison sports cars > medium-sized cars was equivalent to the peacock’s elaborate tail: the peacock’s tail has no apparent survival value and might actually hinder survival in making its owner more conspicuous to its predators and too clumsy to escape [16,28]. The tail thus fulfils no meaningful function except for signaling that its owner is obviously strong enough to be able to invest energy in such a superfluous structure. In fact, peacocks that are able to produce the most fancy and ornamental tails are “fitter” in the Darwinian sense, which has been shown in a study reporting that the offspring of those peacocks grew faster and had better survival rates [84]. In human societies, it is known that the demonstration of wealth and superfluity is also a strong signal for social dominance. This has been shown already in rural societies like the Indian tribe of the Kwakiutl in British Columbia, where the aim of a feast called Potlatch is to give away or to destroy more goods than other competing chieftains. By this behaviour the respective chieftain demonstrates his power and wealth [52]. Sports cars also differ from natural reward stimuli like food, sex and faces (mates) and do not have an intrinsic reward value. In contrast, they are neither economically nor ecologically appropriate, certainly not spacious for more than two persons and often dangerous for their owners or drivers. However, they signal high social rank, social dominance and wealth, e.g. can be regarded as the human equivalent to the peacocks tail.

2.4. Studying reward in the monkey brain

A lot of what we know about reward processing is based on animal research. Single cell recordings in monkeys have demonstrated the involvement of several brain structures in reward processing. Apart from the mesolimbic–mesocortical system the dorsolateral prefrontal cortex (DLPFC), the anterior cingulate cortex (ACC) and the posterior cingulate cortex, the frontal eye fields, the parietal cortex and the thalamus have been implicated in reward processing. We will shortly describe the main forms of reward coding in monkeys according to Schultz [97] as they provide the conceptual and empirical background of many human neuroimaging studies.

Behavioural experiments in monkeys often are choice tasks. Often, monkeys are trained with neutral cues that announce a reward, sometimes the reward is omitted or comes unexpectedly. In the simplest form of reward processing dopaminergic neurons detect the receipt of reward by an increase of activity after the reward has been obtained (Fig. 3). If a monkey learns that a cue predicts a reward by Pavlovian conditioning, there are neurons that after conditioning respond to these reward-predicting stimuli (Fig. 3). If a predicted reward is omitted, dopaminergic neurons decrease their firing rate at the time of reward (not shown in Fig. 3). Reward predictions may trigger actions. Therefore, it is use-
ful that the representation of a reward (which now serves as a goal) is maintained until the goal is obtained. Therefore, there are also neurons which are active during that time (Fig. 3). Compared to the phasic signal during obtaining a reward or at the time of cue representation, the firing of these neurons is more extended and shows a ramp-like shape, i.e. increases as the delivery of the reward approaches. Rewards serve as goals guiding actions and consequently there are also neurons found that fire during preparation and execution of movements directed at rewards (Fig. 3). To summarize very briefly, we can say that neurons of the reward systems in monkeys fire when reward is obtained, predicted, expected and acted for. We will now turn to the human reward system and neuroimaging studies.

2.5. Reward in human neuroimaging studies

Since the experiment of Breiter et al. [20] with direct manipulation of the reward system with cocaine, reward has been studied in humans with several neuroimaging methods, especially fMRI. As a note of caution in interpreting these studies, one should bear in mind that the BOLD-signal of fMRI has a delay of about 6 s after onset of neural activity, that it cannot distinguish between excitation and inhibition and that the most interesting regions of the reward system are in regions which are highly susceptible to artefacts. Nevertheless, numerous studies have found a common set of structures activated in tasks using a wide range of rewarding stimuli. The regions activated vary with the task and are dependent on methodological limitations; however, the most consistently activated structures include the orbitofrontal cortex (OFC), the amygdala and the ventral striatum/nucleus accumbens (Fig. 4).

Other regions have been also identified like the dorsolateral and medial prefrontal cortex or the anterior cingulate. They are assumed to integrate reward information in action and decision-making and we will discuss one of these areas (the medial prefrontal cortex) later on. For the following selective overview we will restrict the focus to the brain areas related to detecting, predicting and valuing rewards [70].

The human OFC–amygdala–NAc reward system has been shown to respond to primary rewards, e.g. sugar water [82], tomato juice and chocolate milk [63], appetitive smell [43], chocolate [102] and sexual stimuli [7] as well as to secondary rewards, e.g. money [19,59,62] (compare Fig. 5), music [17] or cars [40]. Activation of the reward circuitry has also been found in studies using social stimuli like beautiful faces [3], social interactions [90], affect-laden words [43] and pleasant touch [95].

Like in animals, it has been shown that responses in the reward circuit shift from the reward delivery itself to the (arbitrary) cue announcing the reward [79]. At the beginning of a conditioning experiment with sugar water the ventral striatum and the OFC were active upon receiving the sugar water. After conditioning, these regions were only active when the cue appeared that announced the sugar water. In terms of learning theory: the reward system reacts first to the primary, unconditioned reinforcer (the sugar water) and then, after learning, to the secondary, learned reinforcer (the cue). Fig. 5 shows activation of the NAc when different levels of financial reward are expected [1].

Although, it is safe to assume that reward components are processed not by separate regions but rather by interaction of different brain structures it is useful to associate the core structures with core functions in order to get an idea of the working of the reward system. We will now discuss three core structures of the reward circuit in more detail [70].

2.5.1. Orbitofrontal cortex: reward valence

The orbitofrontal cortex is a region with dense afferent connections from the primary taste and olfactory cortex as well as from higher visual areas and the somatosensory cortex [94]. In macaques, the OFC response to an apple is strong, if the alternative is a less tasty cereal, but weak, when the alternative is a very tasty raisin [105]. In line with these findings, human neuroimaging studies have shown that OFC activity is correlated with the reward value of stimuli. The OFC responds to the level of monetary reward [38] as well as expected monetary reward [19,60], to the valence of odours indicated by abstract cues [44] and to the level of attractiveness of cars [40].

In a recent study, it has been shown that activity in the ventromedial PFC is correlated positively with the subjective preferences for cultural familiar drinks (Pepsi and Coke) [69]. There is some evidence for a medial–lateral dissociation in the sense that the medial OFC is active for rewarding stimuli (gaining money) whereas the lateral OFC is active for punishing stimuli (loosing money) [81]. More generally, the lateral OFC seems to be active when learned contingencies have to be inversed (reversal learning) [64,78].

2.5.2. Amygdala: reward intensity

The amygdala is well known for its role in emotional information processing, especially in fear conditioning [65] and in the perception of emotional face expressions [2]. Traditionally, it has been linked with negative emotions [23]. However, the notion that the amygdala only responds to negative stimuli...
has been questioned recently. With fMRI, it has been shown that the left amygdala reacts to negative as well as positive stimuli [51] with some evidence for a left (positive)-right (negative)-asymmetry [51,110]. The amygdala has also been found reacting to the prediction of financial reward [56] and to the devaluation of a previously rewarded stimulus [44]. However, valence and intensity are not easy to disentangle, as negative stimuli are generally more arousing. A recent fMRI study explicitly addressed this question using different odours, which allowed to manipulate valence and intensity independently [5]. It was found that only the OFC reacts to valence, whereas the amygdala reacts to intensity indepen-

Fig. 5. Reward value is represented in the N. Accumbens (NAc) in an incentive monetary delay task. The result of an experiment of a group with four subjects is shown (for the whole group compare [1]). Three different abstract cues announced that there was a chance of 60% to win either $1, $0.20 or nothing if a simple perceptual decision was performed correctly after the expectation period. The figure shows the result of contrast high reward versus low reward for the expectation period (for winning and loosing trials) with the NAc active on both sides. For the outcome period there was no accumbens activity. Note, that the maximum of activation is about 6 s after the end of the expectation period corresponding to the hemodynamic delay (y-axis, time in scans; TR (time of repetition), 1.5 s, y-axis, effect size, statistical threshold on the voxel level p < 0.005, uncorrected).

Fig. 4. Neuroanatomy: (A) shows the brain upside down, (B) shows a medial view of the prefrontal cortex and (C) a coronal section. In (D) part of the cortex has been removed to show the insula.
dent of valence (see also [101]). Also, in animal experiments the amygdala is activated strongly when positive reinforce-
ment is involved [9]. In the context of reward processing the activation of the amygdala thus can be interpreted as a struc-
ture coding for the intensity of rewards.

2.5.3. Ventral striatum: reward prediction and salience

The ventral striatum/nucleus accumbens has been found to be activated in human neuroimaging experiments when a reward is received [33] as well as when a reward is expected [82]. Although ventral striatal activity correlates with the amount of money and thus indicates reward value [59], the predictability of the reward seems to be the most important information the NAc carries. Humans, this was clearly shown for the first time by Berns et al. [12]. Mildly pleasur-
sable stimuli (juice or water) only elicited activity in the NAc, when their occurrence was unpredictable but not when it was predictable. The prediction error theory of NAc acti-

vation for a recent review see [70] has been developed from animal studies in monkeys, see for example [55,98]. The prediction error is the discrepancy between the value of probability (or magnitude or timing) with which a reward is predicted and the actual outcome of this value. A positive pre-
diction error means that the prediction was too pessimistic, i.e. the reward is higher than expected. A negative predic-
tion error means that the prediction was too optimistic, i.e. the reward was less than expected. By comparing representa-
tions of expected and actual outcome an organism can adjust its behaviour, i.e. it can learn. The response of the NAc resem-
bles the teaching signals that have been employed in temporal difference learning in computational theory [104]. Therefore, the signal in the NAc carries information about the prediction error. This has now also been confirmed in human subjects with fMRI experiments using operant conditioning with a pleasant taste reward [68,79] or conditioning with fruit juice [68].

Other authors have proposed that it is not the pre-
diction error but salience in general that is coded by the NAc [113,112]. Salience can be defined as the prop-
erty of a stimulus that is both unexpected and elicits an attentional–behavioural switch. In the study of Zink et al. [113], the ventral striatum was active when money could be gained by acting in a specific way but not when money was gained passively. This shows that reward processing has to be understood in the context of motivated behaviour. Moreover, feedback after correct trials without rewarding character did not elicit activation in the ventral striatum. Thus, motivation and incentives for actions seem to be important aspects, which lead to an activation of the reward system. Another piece of evidence for the salience theory is that negatively rated stim-
uli have been found to elicit activation in the NAc. This has been shown by Becerra et al. [10] for noxious thermal stimuli. Although it has been argued that this might be a pain relief effect, a recent study did not support this interpretation. An activation of the NAc was found already in the expectation phase of slight electrical shocks [57].

2.6. Social interaction

We will now turn to another important subject of neuroeco-
nomic studies, namely to the study of social interaction. Game theory has formalized social interactions in which the players may profit or lose [24]. The standard approach in cognitive neuroscience is individualistic. The individualistic approach can easily be deduced from methodological constraints: nor-

mally, cognitive neuroscientists put people into a scanner and confront them with simple stimuli. Due to methodological technological limitations, most studies on social interaction until now also use offline designs, in which scanned subjects do not actually take part in social interaction, but do represent social interaction. In contrast, in an ‘online-design’ subjects under investigation actually interact with con-specifics—or at least are told so [42,67,90–92,96]. ‘Hyperscanning’ is a term that has been introduced for a design in which two actu-

ally interacting subjects are located each in a scanner while the brain activities of both are recorded [73].

Researchers have begun to investigate what happens in the brain of subjects when they are involved in games like the prisoner’s dilemma [90,99], the Ultimatum Game [96] or trust games [67]. Furthermore, studies have been conducted that investigate social interaction in a moral context, e.g. social exclusion [37], the consequences of suppressing prejudice [89], moral decision-making [43,47,48,53], social norm vio-

lation [15] or punishing people for unfair actions [31]. We will describe results of game theoretic inspired studies on cooperation and punishment, focusing on online-designs.

2.7. Cooperation and competition

In the first fMRI study on game theory volunteers played a standard trust and reciprocity game each with a human or a computer counterpart for cash rewards [67]. By varying payoff numbers, different incentives for cooperation could be studied. After playing, subjects were divided into cooper-

ative and non-cooperative subjects according to behavioural results. In a group analysis, activation during waiting for the result screen was compared when playing against a computer or when playing against a human: only cooperators showed activation of the medial prefrontal cortex. This was inter-

preted by the authors as an indication for the existence of a convergence zone that binds attention for mutual gains during cooperation.

In another fMRI study, women played an iterated Prisoner’s dilemma game either with human partners or with a computer [90]. In the prisoner’s dilemma, subjects will profit most, if they defect and their partners cooperate (D/C), and least, if it is the other way round (C/D)——with the total pay-

off matrix (subject/partner) being D/C > C/C > D/D > C/D. Mutual cooperation with a human partner was associated with consistent activation in brain areas that have been linked with reward processing: NAc, OFC and the rostral anterior cingu-

late cortex. OFC activation was also found when cooperating with the computer. However, a direct comparison between
In a recent fMRI experiment, a simple game was played (building patterns in a 5 × 5 array) alone or interactive with a partner outside the scanner [32]. In the partner situation, the subject was instructed to play either cooperatively (helping to build a pattern) or competitively (blocking the partner). For the social > alone game the authors found activation in a fronto-parietal network, which they attributed to the higher executive load associated with an interactive game. Furthermore, both conditions activated the anterior insula (see Fig. 4). This region is rich in vegetative input and has been related to mainly negative emotions like disgust [27,86] or pain [30,85]. Comparing cooperation and competition against each other distinct regions of the brain were active. Notably, cooperation was associated with an activation of the left medial OFC. This was interpreted by the authors as evidence for positive reward value of cooperation. In contrast, competition was associated with increased activation in the inferior parietal cortex and the (dorsal) medial prefrontal cortex. These findings are well consistent with general models of social cognition [2]. Notably, they include all central reward areas as described above as well as the insula. An effect of moral responsibility was manipulated by introducing half of the partners playing on their own thus being responsible for their moves whereas the other half was said to follow a given response sequence thus being not responsible. There was more activation for cooperators than for defector faces (compared to neutral faces) with the most robust findings in the amygdala, the NAc, the lateral OFC, the insula, the fusiform gyrus and the superior temporal sulcus (STS). These findings were well consistent with general models of social cognition [2]. Notably, they include all central reward areas as described above as well as the insula. An effect of moral responsibility (intentional vs. non-intentional—this comparison controls for the receipt of money) was found in the ventral striatum and the bilateral lateral OFC for cooperators. Defector faces elicited more activation only in one region, namely the medial OFC. The pattern of OFC activation is thus in contrast to the above mentioned idea that medial OFC processes reward and lateral OFC rather punishment. In general, activation to defectors was weaker than to cooperators, like in Rilling et al. [90].

In a follow up study with the Prisoner’s dilemma, Rilling et al. also could demonstrate a relation of the reward system with social interaction: in both ventromedial prefrontal cortex and ventral striatum, reciprocated and unreciprocated cooperation were associated with positive and negative BOLD responses, respectively. The authors interpret their results as consistent with the hypothesis that mesencephalic dopamine projection sites carry information about errors in reward prediction that allow to learn who can and cannot be trusted to reciprocate favours [92].

The comparison human versus computer was explicitly addressed in a positron emission tomography (PET) study with a computerized version of the competitive game ‘stone, paper, scissors’ in an online-design [42]. The game was played under three different experimental conditions. In the mentalizing condition subjects believed they were playing against a human and thus adopted what Dennett describes as ‘the intentional stance’ [34], which is to treat a system as an agent, attributing to it beliefs and goals. In the comparison condition, volunteers believed they were playing against a computer using a predetermined, rule-based strategy, and thus treated their opponent not as an agent but as a machine. In fact, in both instances during the critical scanning window they played against a random sequence. The only difference between the conditions was the attitude, or ‘stance’, adopted by the volunteer. In a third condition, the volunteers were told they were playing against a random sequence that acted as a low-level control. The main comparison of the mentalizing condition versus rule solving showed only one region of significant activation—the anterior paracingulate cortex bilaterally. The location of this region closely matched the activation found in the other on-line study by [67].

To summarize, in several studies it has been shown that cooperative social interaction does activate the core structures of the reward circuitry whereas non-cooperative behaviour did not. Furthermore, the insula has been found to be activated in an interactive game. The most consistently activated structure in social interaction paradigms was the medial prefrontal cortex, which was found mainly to be active when playing against humans but not against computers. We will now discuss this structure in more detail.

2.8. Medial prefrontal cortex and mentalizing

The medial prefrontal cortex has been found to be activated in a variety of paradigms, like Theory of Mind (review in [41]), moral decision-making (reviews in [46,72]), different kinds of self-monitoring and self-reflection (review in [77]) as well as in the experience of emotion and during autonomic arousal (reviewed in [41,77]). The medial PFC belongs – together with the posterior cingulate and the temporal cortices – to a set of regions that has been dubbed the “default mode” of brain function [49,50]. The medial prefrontal cortex is ‘deactivated’ – more precisely shows a signal...
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Fig. 6. Anterior paracingulate cortex activation varies with the degree of social interaction in a Theory of Mind design (adapted from [109]).
games, they were also activated when playing against the computer. This suggests that either this neural system can also be activated by reasoning about the unobservable states of non-human systems, or that participants imbue their computer partners with human attributes. The authors propose that subjects might have reasoned more about the ‘computer’s mind’ because in the computer trials they always encountered the same symbol for the computer whereas in the human condition they interacted with 10 different human partners. Thus, participants may perceive the computer trials as an iterated interaction with a single entity, as opposed to a series of single shot interactions, as for the human trials. The findings are consistent with the idea that an intentional stance can be held against nearly any object [34]. It further points to the difficulty of inferring conclusions about mental states from brain activations. People may think in patterns that are not stimulus bound.

In summary, a specific function of the anterior paracingulate cortex is associated with mentalizing, i.e. the attribution of mental states others and oneself. The representation of social interaction does modulate its activity considerably.

We will now turn to the neural processes that are associated with processes that pertain when people do not cooperate.

2.9. Unfairness and punishment

In order to judge social interaction in real life different mechanisms must exist which evaluate actions of others quick and immediately in order to be able to react appropriately according to an ever changing environment. In a recent study based on game theory, Sanfey et al. investigated the neural correlates of experiencing unfairness in the Ultimatum Game (UG) [96]. In the UG two subjects are paired, and the first player (proposer) is provisionally allotted a divisible “pie” (usually money). The proposer then offers a portion of the pie to a second person (responder). The responder, knowing both the offer and the total amount of the pie, then has the opportunity to either accept or reject the proposer’s offer. If the responder accepts, he or she receives the amount offered and the proposer receives the remainder (the pie minus the offer). If the responder rejects the offer, then neither player receives anything. In either case, the game ends; the two subjects receive their winnings and depart. Players typically receive payments in cash and remain anonymous to other players. According to the canonical assumption of economics all participants should try to maximize their income. Responders, faced with a choice between zero and a positive payoff should accept any positive offer. Knowing this, proposers should offer the smallest non-zero amount possible. However, in every experiment yet conducted the vast majority of subjects violated this prediction, and this is also valid for non-western societies [54].

Sanfey et al. scanned responders while they were playing the Ultimatum Game against human partners or a computer with a pie of US$ 10. Behavioural results were very similar to those typically found in Ultimatum Game experiments. Participants accepted all fair offers (US$ 5), with decreasing acceptance rates as the offers became less fair. Unfair offers of US$ 2 and 1 made by human partners were rejected at a significantly higher rate than those offers made by a computer. Comparing unfair with fair offers in humans, activation of the insula, the anterior cingulate cortex and the dorsolateral PFC (DLPFC) was found. The insula is involved in the representation of vegetative states and the experience of pain [30,85] as well in the evaluation and representation of specific negative emotional states [23] in particular anger and disgust [27,86]. The activation in the right insula was correlated with the rejection rate. Furthermore, for unfair offers DLPFC activity was higher when unfair offers were accepted. The DLPFC has been linked to cognitive processes such as goal maintenance and executive control [71]. The authors interpret these findings as evidence for the insula and the DLPFC as the “twin demands” of the Ultimatum Game task, with the emotional goal of resisting unfairness and the cognitive goal of accumulating money, respectively.

In a recent study of our group, we investigated what happens when a subject has a 60% chance to win money, but does not receive it. Omission of reward in such a context was associated with activation of the right anterior insula and the right ventrolateral prefrontal cortex. We interpret these findings as neural correlates of the subjective feeling of frustration [1].

Another fMRI study showed that the insula does not only react to unfairness a person experiences itself but also to physical pain that is applied to a significant other. Singer et al. [100] scanned subjects while they could see their partner outside the scanner. Painful stimuli were applied either to the subject or the subject’s partner. Common activations for self-pain and other-pain were found in the anterior insula as well as the rostral ACC.

A study on social exclusion showed that the dorsal anterior cingulate cortex and another part of the prefrontal cortex, namely the ventrolateral PFC may serve as twins in regulating the experience of being socially separated by other people [37]. In an fMRI study, subjects were scanned while playing a virtual ball tossing game with people on the Internet—at least so they were told. There were two conditions in which they were excluded from the game: intentional (by the other players) or unintentional (by pretended technical difficulties). The right ventral prefrontal cortex (RVpFC) was active during exclusion and correlated negatively with self-reported distress. The right ventral prefrontal cortex (RVpFC) was active during exclusion and correlated negatively with self-reported distress. ACC changes mediated the RVpFC-distress correlation, suggesting that RVpFC regulates the distress of social exclusion by disrupting ACC activity.

From these studies it can be concluded that the anterior insula (and possibly the ACC) do serve important functions experiencing unfairness, frustration, moral disgust and separation. It will be interesting to see if further studies can corroborate the idea that the emotional (anterior insula) reaction
can be equated with a moral sense for unfairness whereas the cognitive areas of the DLPFC serve utility maximizing goals. In this respect, a recent study on moral decision-making is interesting. This study found that difficult decisions in moral dilemmas recruit the anterior prefrontal cortex (BA 10) when utilitarian decisions are made, i.e. decisions that maximize the number of lives saved, even if these decisions have to be made against intuitive moral feelings [47].

The two studies mentioned have investigated the responder of unfairness or pain. But what happens in the brain of the punisher? A recent PET-study by de Quervain et al. has investigated this question for the case of altruistic punishment [31]. In this study, a trust game was played. The general logic of the game is that player A gives money to player B, who is free to multiply this investment (and share the profit) or keeps the money for himself. Player B could be punished (loses money units) for non-cooperation in different ways: when player A decides to punish, punishment is intentional (non-intentional punishment is achieved by a random procedure). When player A has to pay for punishment it is costly (=not free): the more A pays for punishment, the more B will loose. If punishment is not effective, i.e. if B does not loose money, it is symbolic. Thus, there were four conditions of punishment: “intentional and costly” (IC), “intentional and free” (IF), “intentional and symbolic” (IS) and “non-intentional and costly” (NC).

The first main result was an activation of the dorsal striatum (caudate nucleus) only for intentional and effective punishment, i.e. only for IC and IF; but not IS and NC. Moreover, subjects with stronger activations in the dorsal striatum were willing to incur greater costs in order to punish, i.e. showed a positive correlation between activation in the dorsal striatum and the amount invested in punishment. The dorsal striatum has been linked to the processing of rewards that accrue as a result of goal-directed actions in single cell recordings in monkeys as well as in neuroimaging studies [80]. The authors interpret this activation as anticipated satisfaction for the punishing of norm violators. Furthermore, they found activation of the medial orbitofrontal (BA 11) and ventromedial (BA 10) PFC in the IC condition compared with the IF condition. BA 10 has been associated with the integration of two or more separate cognitive operations in the pursuit of higher behavioural goals [88]. The orbitomedial PFC is involved in difficult choices that require the coding of reward value [6,39]. Therefore, the authors conclude that these activations also provide indirect support for the hypothesis that punishing defectors involves satisfaction, because if that were not the case, no benefits would have to be weighed against the costs of punishing and no integration would have to take place. Although punishment in this experiment is altruistic from an evolutionary point of view, because it involves costs for the punisher, the neural activations give evidence that it is not psychologically altruistic.

In summary, three main results emerge from these studies. First, the anterior insula (and the anterior cingulate) are involved when people experience negatively rated social events like being treated unfair, being frustrated, being socially excluded or seeing other people suffer. Thus, mental pain seems related to bodily pain in neuroanatomical terms. Second, these emotional reactions can be influenced and controlled by regions of the prefrontal cortex. Acting against one’s gut feelings is associated with the activation of prefrontal structures. Third, neuroscience points to the fact that executing punishment measures is related to experiencing reward.

2.10. Implications and conclusion

We hope to have shown convincingly that it has become possible today to measure thoughts and feelings at least in an indirect ways in economic contexts. This will help to understand better what motivates people in their actions. Now what does follow from that? We might distinguish between possible practical applications and more general, theoretical implications. Let us first turn to the practical issues.

Public discussion of several of the aforementioned studies has boosted the idea of neuromarketing. The idea of neuromarketing is that understanding the human brain will help marketing in devising better methods to sell products. For example, it might be argued that it is now possible to distinguish whether people only like products or whether they want them. Furthermore, if people tend to buy products that they want, which seems a reasonable assumption, than it might indeed be possible to gain information about the likelihood that people will buy them. Recently, it has been shown that brand information does considerably influence brain activation. Comparing informed to blinded tasting of soft drinks results in increased activation in the right DLPFC as well as the bilateral hippocampus for the Coke, but not the Pepsi condition. If only sensory cues are available (blinded tasting) the ventromedial prefrontal cortex activation correlated with subjective preference. The authors therefore conclude that brand information does influence subjects expressed preferences through the DLPFC and the hippocampus [69]. In another study, subjects had to choose a brand from two options (coffee brands for women, beer brands for men) [35]. It was found that the first choice brand was special: it was associated with a decreased activation in the working memory network, including the DLPFC and increased activation of the ventromedial prefrontal cortex. The authors interpret their findings such that for a first choice brand the reasoning chain is less important than the emotional chain for decision according to the model put forward by Damasio and Bechara [11].

Although the two studies mentioned do not converge on the exact role of the prefrontal regions in processing brand information, they demonstrate that neuroscientific methods can provide information about consumer preferences or, eventually, buying behaviour in real life. The latter, however, has not been proven yet. Nonetheless, if it will do so effectively, we might predict that these methods will be used in marketing research. This has raised worries about ethical issues. Do we have to fear manipulation of consumers? Or is
this a big chance for big business? Certainly, the public debate raises fears (and hopes) that generally are greater than justified. Although it is true that any technique can be abused we have to bear certain facts in mind. First, consumer behaviour is influenced by many factors, which cannot be manipulated in the lab. Second, it is unlikely that large cohorts of people will be studied with neuroimaging, which may be necessary to get information that goes beyond basic research and can be used for applied business research. Third, due to methodological limitations, it is not possible to measure brain activity of people if they do not want to. Fourth, the ethical problem is not specific to neuroscience but a question that pertains to all marketing research. The only way to soothe worries of manipulation is to discuss such research in public and not to hide marketing strategies. This seems to work already in standard marketing research. Would any ethically concerned person object if psychologist finds out that humour sells and that it is possible to investigate what people find funny? If we see funny ads, we all know that the fun associated with an ad is intended to influence our buying. Is it objectionable if marketing would find out with the help of brain science that people are more attracted to say cars with green lights? Well, some people may think so. It will be a matter of public debate if the use of neuromarketing methods raises too many worries so that companies will refrain from it. But then most of marketing research outside of the neuroscience domain itself will have to be objected, too.

What are the general implications of the research on reward and social interaction? As all research about mental phenomena it might deepen our understanding of ourselves. If we know how we function, we might better be able to control and influence ourselves. The basic message however is that affective and social mechanisms are always at work, like it or not. So, we have to learn to live with them but not against them. But not only practical implications are important. Some research might simply change our intuitive view of ourselves, even if our behaviour is not directly affected. For example, Greene and Cohen have argued that neuroscience might have a transformative effect on the law despite the fact that existing legal doctrine will never be fulfilled.
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